Software friendly solution for
new Levels of Supercomputing

VSORA Software Development Flow



We have

that positions us to
disrupt the Al computation
environment.

Embraced
Generative Al wave

Market release for 2022
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New architecture to Break the
Memory Wall!

Scalar native architecture Vectors/Matrices native architecture
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Product Lines
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VSORA

SW development flow

Tensorflow, Pytorch, ONNX,...
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System deployment and Simulation Platforms ™

same development NATIVE TARGET HARDWARE
flow rega rdless of Same code for all platforms System Dimensioning

Matlab /[ Tensorflow-like

tCIrget hardware . Define algorithms

High-speed simulation platform
No quantization

Number of cores

Compilation & Deployment (LLVM Based) . Input / Output DMA

System/Algorithm
engineers have full
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