
Inference 
Model to Metal

@steeve



TRAINING INFERENCE



Research 
One of  something 

More is  better 
Fast iteration 

Python = ❤

TRAINING



Production 
Bill ions of  somethings 
Less is  better 
Predictable latency 
Python = 🫠

INFERENCE



Why do we 
need another 
framework?



INFERENCE

TRAIN





YOU DIED



AI FLAVORED 
BACKEND ENGINEERSWHO ARE WE ?



WHAT DO WE WANT ?? ACCELERATOR 
AGNOSTICITY

MODEL 

COMPILATION
STATIC TYPING

CROSS COMPILINGDISTROLESS

RUNTIME SANDBOXING PARALLEL IO
K8S





ZIG BAZELMLIR OPENXLA



…



Inference only  
Zig as the frontend 
Zero Python 
Modular code 
Focus on maintainabil ity





Axis tagging 
Propagated to IR/compiler 
Much less tensor formatting 
Who needs matmul anyway?







OpenXLA Founding Members



XLA optimizing compiler 
Kernel  fusion 
Coalesced memory allocation 
Autotuning 
Mature and battle tested IR



Cross compiling 
Runtime trimming /sandboxing 
Self  deployable archives 
OCI images 
K8S deployments



MANY SUCH 

CASES



PROVISIONING PROVISIONING







😱



What’s next ?



More chips 
More models 
More modalit ies 
More integrations



Serving Stack







TRY IT TODAY

@zml_ai


